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Voltammetry was adapted to quantify As(III) in model water samples with a low
mineral content and compared to the Hydride Generation Atomic Absorption
Spectrometry (HG-AAS) method. The specificity lies in the study of the influence
of interfering species on the quantification of samples treated by coagulation/
flocculation using iron salts. First, a Square Wave Cathodic Stripping
Voltammetry method at a Hanging Mercury Drop Electrode (SW-CSV –
HMDE) was optimised and compared with the HG-AAS method. Second,
the influence of the presence of Fe(II), Fe(III) and As(V) was evaluated.
No interferences from As(V) were observed, however for both methods, the
As(III) signal decreased by 10% in presence of iron. Standard addition method
was thus required to efficiently quantify As(III) in complex matrix and the
SW-CSV (limit of quantification¼ 0.5mgL�1) method was preferred to the
HG-AAS technique to determine low As(III) levels ([As(III)]� 2mgL�1).

Keywords: arsenite; SW-CSV; HG-AAS; iron interferences

1. Introduction

Arsenic is widespread in the environment because of numerous natural sources [1] and
anthropogenic activities [2]. Its concentration can reach high values in surface and
groundwaters by leaching from the source rocks and soils [3]. High concentrations
in drinking water can cause serious damage on human health [4] and the important chronic
arsenic toxicity has caused many regulating agencies (WHO, US-EPA) to reduce its
maximum contaminant level in drinking water to 10 mgL�1. In this way and because of the
more important toxicity of inorganic arsenic compounds [1] with a predominant presence
of the trivalent and pentavalent oxidation states in natural water samples [5], the devel-
opment of ultra-trace analytical methods is required, allowing in addition the differen-
tiation between As(III) and As(V).
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Many authors have tried to develop and optimise methods for the determination
of trace levels of arsenic. Electrochemical techniques have been demonstrated to be low
cost, sensitive and accurate methods to quantify very low amounts of arsenic in natural
water samples. Among them, stripping voltammetry is widely used because of the
preconcentration of the substance to quantify on the working electrode [6]. Anodic
stripping voltammetry methods were developed, with a gold working electrode instead of
a mercury electrode because of the interferences related to the oxidation of mercury [7–10].
However, problems associated with As(V) at solid electrodes (memory effects, limited
sensitivity, poor precision, interference with copper) make this method inconvenient
for routine analysis [11–12]. Thus, we paid attention to the use of cathodic stripping
voltammetry, especially Square Wave Cathodic Stripping Voltammetry (SW-CSV).
This method is more sensitive and faster than either linear scan or differential pulse,
with a mercury working electrode. This electrode is widely used and does not present the
disadvantages of solid electrodes for which the response depends on past history and for
which oxide films can be formed [13]. The quantification of arsenic by CSV requires
a strong acidic medium to allow the reduction of As(III) to the element [12]. Then, the
second step corresponds to the reduction of As(0) to arsine. During this step, arsenic,
as an intermetallic compound, is preconcentrated on the mercury electrode by plating
at the required potential and then scanning the voltage in the cathodic direction to
obtain a peak due to the formation of arsine AsH3(g) [13].

Hydride Generation Atomic Absorption Spectrometry (HG-AAS) is one of the
analytical methods that have been developed for the determination of arsenic at trace
levels. This relatively fast and sensitive technique is based, as the voltammetric method,
on the determination of As(III) after its reduction to arsine in acidic medium. After several
optimisations, the obtained detection limit varies between 0.1 and 0.4 mgL�1 [14–15].

The aim of this study was to adapt and to compare two analytical laboratory methods,
an optimised SW-CSV method and a HG-AAS method to quantify low levels of As(III)
([As(III)] � 10 mgL�1) in model water with low mineral content after arsenic treatment
by coagulation/flocculation. Higher concentrations have not been considered because
HG-AAS is known to be accurate and repeatable for [As(III)]4 10 mgL�1. This model
water has a composition similar to some natural groundwaters and its use for validating
the methods allowed working on a medium with a given and constant composition
and thus controlling all the parameters (matrix composition and As concentration). As a
consequence, the identification of the specific interferences on the analytical procedures
is easier because the As(III) concentration was controlled while day-to-day variations
in As level and speciation in environmental samples may be important [16]. These
interferences on the polarographic and spectrometric As(III) determinations have already
been studied by several authors but the use of coagulation/flocculation [17–20] to remove
arsenic for drinking water production requires reconsideration and revaluation. Thus,
because of the efficiency of iron salts compared to aluminium ones [17,21,22], particular
attention was paid to their behaviour and influence on the signal response. The influence
of As(V) was also studied because of the possible oxidation of As(III) in samples matrix
conditions and because As(V) and As(III) can coexist in natural water samples. This study
only deals with the quantification of As(III). However, the analysis of natural water
samples involved the determination of total arsenic concentrations. Graphite furnace
atomic absorption spectrometry was used for the quantification of total arsenic and
As(V) was obtained by difference between total arsenic concentrations and As(III)
concentrations.
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2. Experimental

All the glassware and polyethylene bottles used for the preparation of the solutions,
the storage and the analysis of the samples were cleaned, stored in 10% (v/v) HNO3 for
at least two days and then rinsed 6 times with ultrapure grade water.

2.1 Apparatus

All voltammetric measurements were done under potentiostatic control (�Autolab
PSTAT 10 controlled by GPES software from Eco Chemie) using a Metrohm stand 663
equipped with a standard three-electrodes cell with a hanging mercury drop working
electrode, a platinum wire auxiliary electrode and an Ag/AgCl/3M KCl/1M KCl
reference electrode. The temperature was kept constant at 20� 1�C. A central stirrer and a
N2 (purity� 99.995%) purge tube were used for stirring the solution during the deposition
step and removing the oxygen dissolved in the solution.

A Varian SpectrAA 220 Flame atomic absorption spectrometer equipped with a
Varian VGA-77 (Vapour Generation Assembly) for the hydride generation was used
for As(III) measurements. The working conditions as optimised [23] allow the quantifi-
cation limit of 0.6 mgL�1 to be achieved.

2.2 Reagents and chemicals

All the reagents used were of the purest grade available and the solutions were prepared
in ultrapure grade water (Milli-Q system: resistivity 18.2M�.cm, TOC5 10 mgL�1).
Concentrated HCl (Fluka, 32%, �¼ 1.16 kg/L) was specific for arsenic determination.
The As(III) stock solution (1000mgL�1) was prepared by dissolving the appropriate
amount of NaAsO2 (Fluka) in ultrapure grade water. This solution was stored at 4�C
during one month and the required solutions for the voltammetric optimisations and
analysis were prepared daily by dilution. The Cu(II) standard solution (5000mgL�1) was
prepared by dissolving CuCl2 � 2H2O (Merck, As� 0.0001% and Fe� 0.001%) in 0.1%
HCl (v/v). The 0.1% (w/v) sodium borohydride and 3.5% (w/v) citric acid reagents used
for the HG-AAS determinations were prepared daily by dilution of the appropriate
amount of C6H8O7 (Fluka, As� 0.00001%, Fe� 0.0005%, assay� 99.5%) and NaBH4

(Merck, As� 0.001%, Fe� 0.005%) in 0.2% (w/v) NaOH (Merck, Fe� 0.0005%).
For the study of the interferences on the As(III) determination, the As(V) stock

solution was prepared by dissolving Na2HAsO4 � 7H2O (Fluka) in ultrapure grade water
and this solution was stored for one month at 4�C. The Fe(II) and Fe(III) stock solutions
were prepared daily from Fe(NH4)2(SO4)2 � 6H2O (Fluka) and FeCl3 � 6H2O (Riedel-
deHaën, As� 0.0005%), respectively. These studies of the As(V), Fe(II) and Fe(III)
interferences on the As(III) determination were done by addition of increasing amounts of
the stock solutions.

2.3 Model water

The model water composition (Table 1) is based on an original compilation [24] of 23
groundwaters from a granitic area used to produce drinking water. It is doped with As(III)
concentrations from 0.5 to 10 mgL�1 in order to evaluate the linearity of the method and
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the possible interferences of the matrix composition on the SW-CSV and HG-AAS
analysis.

To study the influence of NOM on As(III) quantification by SW-CSV and HG-AAS,
the model water was spiked with humic substances. Humic acid (sodium salt from Aldrich)
solution was filtered on 0.45 mm to remove humins. The NOM solution was thus a mixture
of humic acids (75%) and fulvic acids (7%).

2.4 Voltammetric procedure for As(III) determination

For the voltammetric determination of As(III), the Square Wave Cathodic Stripping
Voltammetry with a Hanging Mercury Drop Electrode (SW-CSV – HMDE) was used.
16mL of sample, 4mL of 32% HCl (final concentration¼ 2M) and 100 mL of 5000mgL�1

Cu(II) solution (final concentration¼ 25mgL�1) were introduced into the polarographic
cell. The analyses were performed with the standard additions method, under the
instrumental conditions optimised and presented in Table 2. Four consecutive additions
of small volumes (between 20 and 100 mL) from a known As(III) solution were made to the
polarographic cell.

All these experiments were carried out in the polarographic cell previously purged
with nitrogen gas (purity4 99.995%) during 10min; 60 s of purge was applied after cell
opening and 20 s before each scan. Besides, each scan was repeated three times to ensure
of the repeatability of the method by measuring the peak current.

2.5 The HG-AAS procedure

The spectrometric HG-AAS method used for the determination of As(III) was previously
applied by Michon [23]. As(III) is reduced to arsine in acidic medium, with a 0.1% (w/v)
sodium borohydride reducing agent solution in 0.2% w/v NaOH. The pH was optimised
and fixed between 2.5 and 3.5 by using a 3.5% (w/v) citric acid solution. These optimised
parameters allowed the specific determination of As(III) without any interference caused

Table 1. Characteristics of the model water (major species concen-
trations and chemical parameters) (from Ref. [24]).

Total concentrations

mmolL�1 mgL�1

Calcium 0.0798 3.2
Magnesium 0.0535 1.3
Sodium 0.3000 6.9
Potassium 0.0205 0.8
Sulfate 0.0355 3.4
Chloride 0.2273 8.1
Nitrate 0.1597 9.9
Silica 0.1500 9.0

pH 6.0� 0.1
Alkalinity (mgCaCO3L

�1) 9� 2

4 V. Pallier et al.
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by the presence of [As(V)] 5200 mgL�1. The study of the influence of other species
underlined the necessity to use the standard addition method for the quantification with
the same procedure as described above.

3. Results and discussion

3.1 Working up the SW-CSV – HMDE method

The principle for the analytical procedure is to preconcentrate arsenic in the presence
of copper at a mercury drop electrode by controlled potential electrolysis and subsequently
to strip the arsenic by applying a cathodic potential scan, whereby the arsenic is further

reduced to As(-III) [25]. These reactions are possible in acidic medium and an optimisation
of the electrochemical parameters and supporting electrolyte composition was required:
specially deposition potential Edep, deposition time Tdep, acid and Cu(II) concentrations,
because they have an influence on the peak shape and intensity and because results
available in the literature on this topic are very versatile.

3.1.1 Optimisation of the voltammetric parameters and supporting electrolyte conditions

The voltammetric parameters (deposition potential and time) were first optimised
by introducing, as the supporting electrolyte, 18mL of ultrapure grade water, 2mL of
32% HCl (final concentration 1M) and 100 mL of 5000mgL�1 Cu(II) solution (final

concentration 25mgL�1). These supporting electrolyte conditions were chosen according
to literature [11–12]. A 20 s purge was applied after varying the parameter. In these
conditions, highest peak intensities combined with symmetrical peak shape were obtained
for Edep¼�0.43V and Tdep¼ 50 s for [As(III)] 510 mgL�1. The other initial electro-
chemical parameters for SW-CSV, as reported in Table 2, were defined according to the
data found in the literature and previous tests. After having optimised these two
electrochemical parameters, the effect of the HCl and Cu(II) concentrations on the As(III)

Table 2. Initial and final optimised electrochemical and chemical parameters
for the determination of As(III) by SW-CSV.

Initial parameters Optimised parameters

Chemical parameters
HCl concentration 1mol L�1 2mol L�1

Cu(II) concentration 25mgL�1 25mgL�1

Electrochemical parameters
Purge time 20 s 20 s
Deposition potential �0.43V �0.41V
Deposition time 50 s 60 s
Equilibration time 10 s 10 s
Frequency 50Hz 50Hz
Initial potential �0.6V �0.6V
End potential �1.0V �1.0V
Step potential 2mV 2mV
Amplitude 52mV 52mV

International Journal of Environmental Analytical Chemistry 5
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peak intensity was tested. A modification of the supporting electrolyte composition would
involve checking the deposition potential and time already optimised.

3.1.1.1 Effect of acid concentration. Determination of arsenic in the presence of Cu(II)
ions requires an acidic medium to ensure the reduction of As(III) and Cu(II) to the
corresponding element [12]. According to literature, voltammetric arsenic detection is
possible in HCl [11,12,26–29], HBr [30], HNO3, H2SO4 and HClO4 [31]. HCl is the most
widely used acid, although detection limits as low as 10 ng As(III) L�1 and 20 ng
As(V) L�1, better As(III) peak and hydrogen catalytic wave separation, increased
reproducibility and more stable baseline were claimed in HBr medium [30]. By using the
initial voltammetric parameters (Table 2), the influence of HCl concentration was tested
for 1M�HCl� 5M and Cu(II)¼ 5, 25 and 50mgL�1. Highest peak intensities and
lowest background currents were obtained for 2M HCl and 25mgL�1 Cu(II). Indeed,
in these conditions, the ratio ‘Peak intensity/Background current’ was the highest and
the sensitivity increased consequently. For 1M HCl, only the Cu(II) concentration
of 25mgL�1 allowed detecting 1 mg As(III) L�1, but the peak intensity was reduced by
around 60% in comparison with the peak obtained in 2M HCl and 25mgL�1 Cu(II).
For higher HCl concentrations (3, 4 and 5M), a 5mgL�1 Cu(II) concentration was
insufficient to detect a low amount of As(III). With 25mgL�1 Cu(II), the peak intensity
decreased with HCl concentration. On the contrary, with 50mgL�1 Cu(II), it increased
but peaks presented a shoulder and the background current was important like in previous
studies where As(III) quantifications were performed in presence of 50mg Cu(II) L�1 and
40 mM N2H4 �H2SO4 to stabilise the peak current [26] or by using a hanging copper
amalgam drop electrode as working electrode [28]. These results emphasised that 2M
HCl was the optimal HCl concentration for As(III) determination by SW-CSV because
it allowed achieving lower detection limit by combination of high peak intensity and low
background current. According to Li and Smart [26], such a high acid concentration
favours the reduction of both As(III) and Cu(II).

3.1.1.2 Effect of Cu(II) concentration. Arsenic cannot be preconcentrated directly at the
mercury electrode because of its low solubility [11]. Thus, the formation of an intermetallic
compound is required, either with copper [11,12,26,29,30], a mixture of selenium and
copper [27] or a mixture of copper and sodium diethyldithiocarbamate [31]. Copper is the
most widely used and Cu(II) concentration plays a decisive role in the accumulation
process. According to literature, several Cu(II) concentrations have already been tested
[11,12,26,29,30] but none of them appears to be the best.

The optimisation of Cu(II) concentration in the supporting electrolyte was performed
in 2M HCl and with a 60 s purge time between each Cu(II) solution addition. Several
Cu(II) concentrations from 5 to 50mgL�1 were tested and the influence of these
concentrations on peak intensity and background current was evaluated (Figure 1).
Higher Cu(II) concentrations were not tested because it has been demonstrated previously
that for [Cu(II)] 460mgL�1 and HCl¼ 1M, the maximum peak intensity decreases [12]
or, on the contrary, by using 0.45M HBr in the electrolyte support, the peak height
increases but peaks are larger and less repeatable [30].

The required Cu(II) concentration in the supporting electrolyte depends on the amount
of As(III) to be quantified and on the deposition time applied. Indeed, for low Cu(II)
concentrations, the maximum As(III) peak current is reached for a longer deposition time

6 V. Pallier et al.
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[11,12,26,31] and we showed that lower As(III) concentrations required a minimum Cu(II)

concentration to be detected (Figure 1). In this study, the deposition time was fixed and
maximum peak current was reached by increasing the amount of Cu(II) in the supporting

electrolyte until 30mgL�1. However, such a Cu(II) concentration led to an important
background current involving less sensitivity and accuracy in the measurements. For

higher Cu(II) concentrations, the peak current declined and even disappeared for [Cu(II)]
� 45mgL�1. Thus, taking into account the sensitivity and the accuracy of the method,

[Cu(II)]¼ 25mgL�1 in the supporting electrolyte seemed to be the optimal value. In
addition, the increase of the Cu(II) concentration in the supporting electrolyte was

accompanied by a shift of the peak potentials from ��750mV to ��800mV due to the
formation of intermetallic compounds with different Cu :As ratio [27].

3.1.2 Validation of the optimised voltammetric parameters

3.1.2.1 Deposition potential Edep. After the optimisation of the HCl and Cu(II)
concentrations in the supporting electrolyte, the effect of these modifications on the

initial voltammetric parameters was evaluated. In this way, in 2M HCl and 25mgL�1

Cu(II), the deposition potential was varied from �0.35V to �0.55V according to

literature [11,12,26,29,30]. Deposition potentials Edep5�0.55V were not tested because,
according to Profumo et al. [30], in HBr¼ 0.45M and Cu(II)¼ 50mgL�1, the background
line worsens and a second peak appears probably due to the formation of a different

intermetallic compound [26]. Furthermore, values of Edep4�0.35V were also not tested
because (i) peak current dropped almost completely for Edep4�0.375V in HCl¼ 2M at a

hanging copper amalgam drop working electrode [28] and (ii) for Edep4�0.30V, the
incomplete reduction of As(III) to As(0) leads to an absence of the As(III) peak [26].

For �0.414Edep��0.49V and �0.415Edep��0.35V, a decrease of the peak

intensity of more than 60% was observed (Figure 2). Thus, in this study, the determination
of As(III) was done at Edep¼�0.41V in order to improve the sensitivity of the method

and the ratio ‘Peak intensity/Background current’ confirmed this choice. This potential is
in accordance with the value optimised by Li and Smart [26] and Profumo et al. [30] with

Cu(II)¼ 50mgL�1, Tdep¼ 60 s and during SWCSV – HMDE and DPCSV – HMDE
methods, respectively.
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Figure 1. Evolution of As(III) peak intensity as a function of Cu(II) concentration in 2M HCl
(Edep �0.43V, Tdep 50 s) – Error bars for n¼ 3.
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3.1.2.2 Deposition time Tdep. The deposition time has always been considered as an
important factor in CSV analysis because of its prevailing influence on sensitivity of the

method [28]. Several authors previously demonstrated that the peak current increases

with the deposition time until a maximum is reached. The decrease in the peak current

for longer deposition time is probably due to a change in the stoichiometry of the As–Cu

compound formed because of the occurrence of a different concentration ratio at the

electrode surface [26]. However, the optimisation of the deposition time also depends

on the Cu(II) concentration added in the supporting electrolyte [11,12,26,28].
The optimisation of this deposition time (Figure 3) was thus done in 2M HCl and

for different Cu(II) concentrations (5, 25 and 50mgL�1). These concentrations were

chosen according to the results obtained either in the present study or previously reported

by several authors.
Highest peak intensities and lowest background currents were obtained for

Cu(II)¼ 25mgL�1 and Tdep¼ 60 s. A 5mgL�1 Cu(II) concentration required a minimum

deposition time of 80 s to quantify 1 mg As(III) L�1 and the peak intensity obtained is

reduced by 90% and 70% when compared to those obtained with Cu(II) concentrations
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Figure 3. Evolution of As(III) peak intensity as a function of deposition time and Cu(II)
concentration (supporting electrolyte: 2M HCl, Edep �0.41V and 1mg As(III) L�1) – Error bars
for n¼ 3.
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of 25 and 50mgL�1, respectively. Indeed, as already shown by others [11,26], longer
deposition times are required to improve sensitivity for low Cu(II) concentrations.
For 50mgL�1 Cu(II), the peak intensity increased with the deposition time applied.
Thus, a better sensitivity than with Cu(II)¼ 25mgL�1 could have been obtained for
deposition times longer than 120 s. However, in order to reconcile short deposition time,
high sensitivity and good accuracy, a deposition time of 60 s and a Cu(II) concentration
of 25mgL�1 were chosen.

Table 2 presents the optimised voltammetric parameters used for the quantification
of As(III) in this study after having tested their influence on the peak shape and height
and on the residual background current.

These optimised voltammetric and chemical parameters allowed attempting quantifi-
cation limit of 0.5 mg As(III) L�1. The Relative Standard Deviation value of three
replicates samples was below 5% for [As(III)] 51 mgL�1. Furthermore, very good
determination coefficients were obtained for 9 replicates. The equations of the calibration
curves were the following:

p
AsðIIIÞ peak intensities ¼ ð�2:29� 0:02Þ½AsðIIIÞ	 þ ð1:11� 0:15Þ

for 1:0 � ½AsðIIIÞ	 � 10 mgL�1 with r2 ¼ 0:9992;
p

AsðIIIÞ peak intensities ¼ ð�1:88� 0:02Þ½AsðIIIÞ	 þ ð0:72� 0:02Þ

for 0:5 � ½AsðIIIÞ	 � 1:0 mgL�1 with r2 ¼ 0:9995:

Moreover, regarding the slopes of the calibration curves, it is required to differentiate the
two concentration ranges and to use two different calibration curves for the quantification
depending on As(III) concentration. The use of the more restricting standard addition
method could resolve this problem.

3.2 Validation of the method with ultrapure and reconstituted water

3.2.1 Validation of the optimised SW-CSV method

In order to validate the method and to take into account the interferences of ionic species
present in the sample matrix, several As(III) concentrations were determined in both
ultrapure grade water and model water (Table 1). Figure 4 presents the polarograms
obtained for the quantification of 2.1 mg As(III) L�1 in model water. The objective of this
experiment was to evaluate the adaptability of the method on a complex matrix and its
performance taking into account accuracy.

First, possible effects from interfering species would be identified by comparing the
equation of calibration curves in model and ultrapure grade waters. In model water, very
good determination coefficients were also obtained for 9 replicates and the equations of
the calibration curves were:

p
AsðIIIÞ peak intensities ¼ ð�2:31� 0:02Þ ½AsðIIIÞ	 þ ð0:97� 0:14Þ

for 1:0 � AsðIIIÞ concentrations � 10 mgL�1 with r2 ¼ 0:9994;
p

AsðIIIÞ peak intensities ¼ ð�2:00� 0:02Þ½AsðIIIÞ	 þ ð0:06� 0:02Þ

for 0:5 � AsðIIIÞ concentrations � 1 mgL�1 with r2 ¼ 0:9992:

Thus, the differentiation of the two concentration ranges and the use of two different
calibration curves were also required for the quantification. Besides, the comparison of the
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slopes of calibration curves obtained in ultrapure grade and model waters underlined that
a low mineral content had no influence on this optimised SW-CSV method.

Secondly, several model water and ultrapure grade water samples were spiked with
0.7�As(III) concentrations �9.80mgL�1. The results of the quantifications by the
standard addition method are given in Table 3 with the parameters of standard additions
curves and the determination coefficients. These quantifications were done in 2M HCl
and 25mgL�1 Cu(II) with the optimised voltammetric parameters reported in Table 2.
An evaluation of errors on analytical measurements and experimental procedure was
made possible by triplicating both measures and experiments.

Table 3 reports good determination coefficients by SW-CSV both in ultrapure grade
water and model water. In addition, the standard deviation on slopes obtained for 9
replicates were low (�0.11 for �2.35� standard addition curve slopes��1.45) high-
lighting a good repeatability. For As(III)¼ 0.7 mgL�1, as expected, recovery percentages
were less precise (119� 10% in ultrapure grade water and 109� 2% in model water)
because of the quantification limit of the method. However, for As(III) � 1.4 mgL�1, good
recovery percentages (101� 4%) were obtained both in ultrapure grade water and model
water. Thus, this optimised voltammetric method appeared to be suitable for arsenic
analysis in model water samples presenting low mineral content because it is easy to
handle, rapid and repeatable (uncertainties on the measurements �0.1 and 0.4 for As(III)
concentrations �2.1 mgL�1 and between 4.9 and 9.8mgL�1, respectively). Good recoveries
of As(III) spiked samples were obtained without any electrodes or sample preparation
steps and the quantification of [As(III)]¼ 0.5mgL�1 has been verified to be accurate and
repeatable (in the present study only [As(III)]� 0.7 mgL�1 were determined).

3.2.2 Comparison with the HG-AAS method

The optimised voltammetric method was then compared with the HG-AAS method.
In this way, this spectrometric method (with standard additions procedure) was applied

Figure 4. Polarograms obtained for the quantification of 2.1mg As(III) L�1 in model water by
SW-CSV and with standard addition method ([HCl]¼ 2M, [Cu(II)]¼ 25mgL�1, Edep¼�0.41V,
Tdep¼ 60 s). 1 – As(III) sample, 2 – Standard addition 1 (As(III)¼ 1mgL�1), 3 – Standard addition 2
(As(III)¼ 1.5mgL�1), 4 – Standard addition 3 (As(III)¼ 2 mgL�1).
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to ultrapure and model water samples spiked with the same As(III) concentrations
(Table 4). Recovery percentages ranged from 99� 3% to 108� 25% in ultrapure grade
water and from 100� 5% to 113� 26% in model water. It was thus underlined from these
results that this method is as much exact as the polarographic one. Besides, good
determination coefficients were obtained both in ultrapure and model waters and the
standard deviations on slopes obtained for 9 replicates were also low. However, the
main difference between the two methods was the repeatability in the measurements.
Indeed, the uncertainties on measurements were higher with the spectrometric method and
more specially for As(III) concentrations �2 mgL�1.

Finally, the comparison of the slopes of standard addition curves obtained in ultrapure
grade and model waters underlined that a low mineral content did not interfere with the
analysis (difference in the slopes �10%).

It appeared from these results that the voltammetric SW-CSV method is more
repeatable than the spectrometric HG-AAS one particularly for low As(III) levels.
Thus, low As(III) concentrations (�2 mgL�1) were quantified by SW-CSV and then the
more rapid HG-AAS method was used for determination of higher As(III) amounts.

3.3 Study of interferences on the spectrometric and voltammetric determinations

In natural water samples, Fe(II) and Fe(III) can be present according to reductive
or oxidising conditions and thus interfere on analytical results. Furthermore, for drinking
water production, the coagulation/flocculation process, using Fe3þ or Al3þ ions,
underlines good removal efficiencies for arsenic [19,21,22]. Iron is more efficient than
aluminium and then more used. As a consequence, soluble Fe(III) can be found after
treatment in samples matrix and interfere on the voltammetric or spectrometric
determination of arsenic. A particular attention is also paid to the behaviour of As(V)
against As(III) because As(III) oxidation could occur in samples matrix conditions.
Moreover, it is known that groundwaters can contain low amounts of Natural Organic
Matter (NOM). It was thus checked that until 2mg Dissolved Organic CarbonL�1,
NOM effects on SW-CSV and HG-AAS signals did not prevent As(III) quantification.
The interferences that could take place during the experimental procedure were the
following: deposition on the HMDE, competition with As(III) in its reaction with copper,
and formation of other intermetallic compounds [12].

3.3.1 Evaluation of the iron species interferences

An evaluation of the interferences of Fe(III) and Fe(II) on the SW-CSV and HG-AAS
determinations was thus investigated for 100� [FeTot]� 1000mgL�1 (by 100 mgL�1 steps)
and for [As(III)]¼ 5 mgL�1, 10 mgL�1 and 50 mgL�1. Such concentrations were chosen
because a European Directive [32] establishes a maximum iron content after drinking
water production treatment of 200 mg FeTot L

�1. The analytical methods were checked
to be efficient in the presence of high Fe(III) and Fe(II) amounts if coagulation is not well
performed and when natural water samples analysed are groundwater samples.

The interferences on both methods were low and independent of the Fe/As ratio
varying from 2 to 200. Indeed, whatever the As(III) concentration was a value such as
100� [Fe(III)]� 1000 mgL�1 caused a 10% decrease of the As(III) signal during SW-CSV
and HG-AAS whereas the same Fe(II) concentrations did not cause any decrease in the
signal. Thus, the quantification of As(III) by these two methods cannot be done by
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a calibration curve but rather by standard additions which allows to get free from the
necessity to use two different calibration curves for As(III) quantification by SW-CSV as
seen previously.

The results related to SW-CSV method are in accordance with Ferreira and Barros [12]
who underlined no interferences of Fe(II) species at concentrations in the order of
magnitude of those found in groundwaters. Furthermore, Fe(III) species cause high
interferences but only for concentrations above those expected in mineral waters.
Moreover, Feeney and Kounaves [8], in the development of a voltammetric method at
a gold ultramicroelectrode, studied the interference of several metals and their results
showed a 10% decrease in the As(III) current signal for 100� [FeTot]� 500 mgL�1. Jiajie
and Nagaosa [33], employing an edge-plane pyrolytic graphite disk as working electrode,
tolerated [FeTot]� 800 mgL�1 for the quantification of 1 mg As(III) L�1. However, other
results are in contradiction with those previously described. He et al. [27] and Profumo
et al. [30] pointed out no interferences of iron species until 20mgL�1 and 10mgL�1,
respectively. Moreover, Piech and Kubiak [31], by using CSV under specific experimental
conditions, underlined no Fe(II) and Fe(III) interferences for Fe/As ratios up to 1000.

Results related to HG-AAS method and published in literature are rather scattered
thus allowing only a few comparisons to ours. Anthemidis et al. [34], by using other
chemical parameters, underlined no interference of Fe(II) and Fe(III) on the determination
of 2 mg As(III) L�1 until a concentration of 10mgL�1. The results of Bortoleto and Cadore
[14], with HCl concentration 3 times lesser, showed a 30% decrease in the As(III)
absorbance for [FeTot]¼ 300 mgL�1. Michon [23] tolerated Fe(II) and Fe(III) concentra-
tions lower than 250 times the As(III) concentration. Welz and Schubert-Jacobs [35]
pointed out that an increase in HCl concentration improved the range of interference-free
determination.

The influence of various mixtures of Fe(II) and Fe(III) was also investigated for
[As(III)]¼ 10 mgL�1 and [FeTot]¼ 200 mgL�1. The results did not highlight any particular
tendency and the presence of 200 mgL�1 mixture of Fe(II) and Fe(III) caused a 3.3� 1.4%
decrease of the As(III) SW-CSV signal and a 11.1� 4.4% decrease of the As(III) HG-AAS
signal which is in agreement with the results mentioned above.

3.3.2 Interferences by As(V) species

As As(III) can coexist with As(V) in natural water samples, it has been verified that As(V)
do not interfere with As(III) quantifications. As a consequence, the evolution of the
As(III) signal in the presence of increasing concentrations of As(V) from 5 to 50 mgL�1

was tested for SW-CSV and HG-AAS methods. No interference on either method was
caused by the presence of As(V) in the sample. Indeed, the As(III) signal reduction
percentage was lower than 10%, whatever the As(III) and As(V) concentrations. These
results could be expected because the electrochemically inactive As(V) species cannot be
detected directly by an electrochemical technique such as voltammetry and because in the
HG-AAS method, all chemical parameters were optimised in order to allow the specific
As(III) analysis.

4. Conclusion

Laboratory voltammetric and spectrometric methods were optimised for As(III) quanti-
fication in model water with low mineral content and in the presence of interfering species.

14 V. Pallier et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
2
:
5
0
 
1
7
 
J
a
n
u
a
r
y
 
2
0
1
1



Main conclusions were the following: (i) voltammetry is more sensitive and repeatable
than spectrometry to determine low As(III) concentrations in high iron levels samples and
(ii) the standard addition method is required for an accurate quantification in order to
determine As(III) concentrations between 0.5 and 10 mgL�1 without changing experimen-
tal conditions and to avoid iron and NOM interferences. The voltammetric method, whose
quantification limit is 0.5 mgL�1, was thus chosen to analyse low As(III) concentrations
([As(III)]� 2 mgL�1).
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